
Photoinduced Electron Transfer at Molecule −Metal Interfaces

C. D. Lindstrom and X.-Y. Zhu*

Department of Chemistry, University of Minnesota, Minneapolis, Minnesota 55455

Received January 24, 2006 (Revised Manuscript Received July 31, 2006)

Contents
1. Introduction 4281
2. Theory 4283

2.1. Electronic Structure 4283
2.1.1. The Metal Surface 4283
2.1.2. Physisorption 4284
2.1.3. Chemisorption 4285

2.2. Direct Photoinduced Electron Transfer 4285
2.2.1. Optical Selection Rules and Space

Groups
4286

2.2.2. Spatial Co-localization of Wavefunctions 4287
2.2.3. Coherence in Direct Optical Excitation 4288

2.3. Photoinduced Indirect Electron Transfer 4288
2.3.1. Hot-Electron Transfer 4289
2.3.2. Interband and Intraband Scattering and

Image-State-Assisted Scattering
4289

2.4. Relation of Decay Processes to
Photoinduced Electron Transfer

4290

2.5. Electronic−Nuclear Coupling and Dynamic
Localization

4290

3. The Two-Photon Photoemission Technique 4290
4. Examples 4292

4.1. The Role of Symmetry and the Projected
Band Gap

4292

4.2. Molecular Film as an Insulator: Reduction in
Resonant Electron Transfer Rates

4293

4.3. Chemisorption Bond and Interfacial Electron
Transfer: Thiolate Self-Assembled
Monolayers (SAMs)/Gold

4293

4.4. Band-to-Band Interfacial Electron Transfer 4294
4.5. Evidence of Hot-Electron Transfer in 2PPE 4295
4.6. Interfacial Electron Transfer Rates 4295

4.6.1. Electron Transfer between C60 Excitons
and Noble-Metal Surfaces

4295

4.6.2. The Transient Anionic State in C6F6 on
Noble-Metal Surfaces

4297

4.7. Dynamic Localization: Solvation and Polaron
Formation

4298

5. Concluding Remarks 4298
6. Acknowledgment 4299
7. References 4299

1. Introduction
Photoinduced electron transfer (ET) at molecule-metal

or molecule-semiconductor interfaces is of interest to many
research fields. Examples include, among others, photo-
catalysis,1-3 surface photochemistry,4-9 dye-sensitized solar
cells (DSSCs),10-12 organic semiconductor-based photo-

voltaics,13,14and nanoscale optoelectronics based on a single
molecule or a small group of molecules.15 Although this
review focuses on molecule-metal interfaces, many of the
concepts and conclusions apply equally well to molecule-
semiconductor interfaces. Figure 1 illustrates the basic system

common to all the examples above: discrete molecular
electronic levels (e.g.,|1〉 and |2〉) interacting with a
continuum of electronic states (|k〉) in a metal or semi-
conductor substrate under the influence of a radiation field.
Here, the molecular electronic levels may represent the
highest occupied molecular orbital (HOMO) and the lowest
unoccupied molecular orbital (LUMO). The substrate elec-
tronic continuum often contains gaps, e.g., projected bulk
energy gaps in metals for particular crystallographic direc-
tions or electronic energy gaps integrated for all momentum
spaces in semiconductors.

What are the physical processes involved in such a
system? To answer this question, let us consider the total
Hamiltonian:15

whereĤo is simply the sum of Hamiltonians for the isolated
molecule (ĤM), substrate (ĤS), and radiation field (ĤP). V̂ is
the coupling term and contains all the physics of interest. It
includes (i) electron-transfer coupling,V̂ET, between each
molecular state and the substrate electronic continuum; (ii)
dipole-induced-dipole (energy transfer) coupling,V̂DC,
between an excited molecule and the dielectric response of
the substrate; (iii) molecule-radiation field coupling,V̂PM;
(iv) substrate-radiation field coupling,V̂PS; and (v) molecule-
substrate-radiation field coupling,V̂PMS, i.e., direct optical
excitation between the substrate electronic continuum and a
molecular electronic state. The different coupling terms in
eq 3 have been probed in various experiments in the past.

Figure 1. Schematic illustration of the interaction among light,
molecular electronic states (|1〉 and|2〉), and electronic continuum
(|k〉) in the metal or semiconductor substrate.Ef denotes the Fermi
level. Dashed lines represent a possible band gap in the substrate.

Ĥ ) Ĥo + V̂ (1)

Ĥo ) ĤM + ĤS + ĤP (2)

V̂ ) V̂ET + V̂DC + V̂PM + V̂PS+ V̂PMS (3)
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The electron-transfer coupling term,V̂ET, measures the
electronic interaction between a discrete molecular state and
the substrate continuum. In the simplest case, where elastic
resonant electron transfer (RET) dominates,V̂ET is respon-
sible for the mixing of the discrete molecular level and the
substrate continuum and results in a broadened molecular
resonance whose widthΓ is a direct measure of the electron-
transfer rate or lifetime (τ), based on the Uncertainty
Principle:

This scenario is best-represented by the Newns-Anderson
chemisorption theory,16 but it becomes more complex when
inelastic and Auger processes are operative for interfacial
ET. Let us consider two examples whereV̂ET is important.
The first example is a dye-sensitized solar cell (DSSC),17

where the photon energy is sufficient to excite the adsorbed
molecule viaV̂PM but not sufficient to excite the wide-band
gap semiconductor substrate. In this case,V̂ET determines
the rate of electron injection (resonant electron transfer, RET)
from the transiently occupied molecular state (|2〉) in the
photoexcited molecule to the substrate conduction band.
Back-electron transfer from the semiconductor to the mol-
ecule is not as important, because the photohole (|1〉) is
usually located within the semiconductor band gap and less
efficient inelastic or Auger processes are necessary for it to
happen. The second example is photocatalysis or substrate-
mediated surface photochemistry,8,9 where optical excitation
due to V̂PS creates excited electrons/holes in the metal or
semiconductor substrate.V̂ET then determines the rate of
electron or hole transfer to the adsorbed molecule, as well

as that of the back transfer of charge from the transient
anionic or cationic species to the substrate. Note that the
V̂ET terms differ in the two examples that were illustrated
previously. In a dye-sensitized photovoltaic, one has a
charge-neutral excited molecule and electron injection occurs
in the presence of the photohole on the molecule. In
photocatalysis or substrate-mediated surface photochemistry,
the opposite charge in the metal or semiconductor substrate
is usually screened. As a result, electron or hole transfer to
the molecule results in a transient anionic or cationic species.

The dipole-induced-dipole coupling between a photo-
excited molecule and the substrate is equivalent to Foerster
energy transfer in molecular photophysics. Classical electro-
magnetic descriptions of the energy transfer rate, as a
function of molecule-surface distance, particularly by the
work of Chance, Prock, and Silbey,18 have shown excellent
agreement with experimental measurements of fluorescence
lifetimes on both metal and semiconductor surfaces.19,20Such
a classical description works well for molecules not in direct
chemical interaction with the solid surface. In the case of
strong chemisorption systems, the rate of ET is usually
believed to be much higher than that of energy transfer. As
a result, energy transfer is regarded as a minor competitive
pathway.

Although optical excitation of the molecule (V̂PM) and the
substrate (V̂PS) are both well-established mechanisms, much
less is known about molecule-substrate-radiation field
coupling (V̂PMS), i.e., direct photoinduced ET between the
substrate and the adsorbed molecule. When electron-transfer
coupling between a molecular orbital and the substrate
electronic continuum is weak, one expects the transition
dipole moment between the two to be small. AsV̂ET

increases, we expect more and more wave function mixing
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between the molecular level and substrate electronic bands.
As a result, the transition dipole moment for a direct optical
transition between a substrate state (|k〉) and a molecular state
(|1〉 or |2〉) may no longer be small. This mechanism has
received little attention in the literature on DSSC, photo-
catalysis, and surface photochemistry, but has been shown
to be a dominant mechanism in recent experiments on two-
photon photoemission (2PPE) spectroscopy of molecule-
metal or molecule-semiconductor interfaces.21,22In a 2PPE
experiment, an initial pump photon excites an electron from
a surface or substrate state (|k〉) to an unoccupied molecular
state (|2〉) which is then ionized by a second probe photon
and detected by an electron energy analyzer (hole detection
is obviously not possible in this approach except through
indirect methods). Given the 2PPE results, it is likely that
the traditional view of photoinduced electron-transfer in
strongly coupled systems for DSSC and surface photochem-
istry should be modified to include the direct photoexcitation
mechanism.

We must note that photoinduced charge transfer at
molecule-metal or molecule-semiconductor interfaces is
a problem for which the general concepts or theories such
as eqs 1-3 exist; however, their specific applications to
individual systems are very difficult at the present time. This
is due to a combination of two factors: (i) the extended
nature and reduced symmetry at the molecule-metal or
molecule-semiconductor interface, and (ii) the difficulty in
dealing with excited electronic states. Experiments must often
lead the way in determining what factors determine the
photoinduced charge-transfer rate. The goal of this account
is to highlight the trends that have been observed in
experimental studies and also the deficiencies in our current
understanding of photoinduced charge transfer at metal-
molecule interfaces. In particular, our objective is to promote
a closer interaction between theories and experiments. The
key question is: given a molecule/metal system, what
determines that rate of photoinduced ET? The emphasis here
is on qualitative predictions, instead of quantitative inter-
pretations of experimental data. In the following, we first
present concepts and theories (often borrowed from molec-
ular and solid-state physics) that are important to photo-
induced ET. This is followed by a detailed discussion of
experimental studies that have probed different aspects of
photoinduced ET at molecule-metal interfaces.

2. Theory
The ingredients for understanding photoinduced interfacial

charge transfer can be found in several different fields,
including molecular photophysics,23 surface photochemistry,4-9

photoemission spectrocopies (one- and two-photon),24-27

electronic structure theory,28-31 and charge transport in
molecular junctions.32 The process can be divided into two
primary mechanisms: direct and indirect. The direct mech-
anism involves photoexcitation from a bulk metal or surface
state (|k〉) to a molecular state (|2〉) that can be described
using matrix elements fromV̂PMS in eq 3. An analogous
process is the direct photoexcitation from a molecular state
(|1〉) to a substrate state (|k〉) that might be operative in DSSC.
The indirect mechanism involves initial photoexcitation of
the substrate or the molecule, followed by interfacial ET, as
determined byV̂ET. If the initial excitation occurs in the
molecule (V̂PM), the excited electron in|2〉 can rapidly decay
into the vast number of unoccupied substrate states; this is
the electron injection problem in DSSC.17 If the initial

excitation is in the substrate (V̂PS), interfacial ET results in
the attachment of an excited electron or hole to the molecule;
this is essentially substrate-mediated surface photochemis-
try.8,9 A variation of the previously described picture is found
in photocatalysis, where interfacial ET occurs between a
surface trapped charge or exciton and a molecule.1-3

This review focuses on two factors that are probed in
experiments:V̂ET andV̂PMS. The former determines the rate
of ET between a photoexcited substrate and the molecule
(or vice versa) and the latter corresponds to direct photo-
induced interfacial ET. We begin with a brief discussion on
what constitutes the initial and the excited state (i.e.,
electronic structure), including a brief overview of the
essential elements of band structure theory and what happens
to molecular orbitals upon chemisorption. Emphasis is next
given to the symmetry of the molecule and the metal surface
in the context of the direct photoinduced electron-transfer
mechanism. We also consider other key factors that influence
the direct mechanism. We then address the indirect mech-
anism for the case of the attachment of a photoexcited
substrate electron to a molecule. Here, we highlight the recent
work of Nakamura and Yamashita,33 using the nonequilib-
rium Green’s function approach to describe the hot-electron
attachment process, because it is a useful attempt in bridging
the gap between photoinduced charge transfer and charge
transport theories. We then address the decay dynamics of a
transiently populated molecular resonance from time-
resolved 2PPE and other complementary experiments. Fi-
nally, we discuss the difficult problem of electronic-nuclear
coupling and dynamic localization in photoinduced interfacial
ET.

2.1. Electronic Structure

2.1.1. The Metal Surface

A prerequisite to understanding much of the latter discus-
sion depends on understanding metal surfaces which possess
some common properties. A brief overview of metal
surfaces,34 with specific emphasis on the (111) faces of noble
metals, is given below. Next, the case of physisorption is
considered and its effects on the affinity level of the adsorbate
will be examined. Finally, key concepts of chemisorption
will be examined.

When one views along a particular direction in a metal,
one may find gaps in its band structure, as illustrated in
Figure 2; this is called a projected band gap. Here, the bulk
band structure along the [111] direction of a noble metal is
depicted, wherek⊥ is a reciprocal lattice vector perpendicular
to the (111) surface. The presence of the surface meansk⊥
is not conserved at the surface. However,k| in the plane of
the surface is conserved for single-crystal surfaces and for
ordered adsorbate layers commensurate with the underlying
substrate. As one moves to different values ofk|, the band
edges, as well as the surface states, disperse. The first
important consequence of this gap is that states localized at
the surface are formed in the gap consisting of Bloch-like
wave functions that decay into the bulk and match decaying
wave functions into the vacuum.35 The probability density
of the surface state (SS) is peaked at the metal surface. Thus,
resonant photoexcitation from SS to adsorbate states becomes
possible. In the following, we will use the words “state” and
“resonance”; a distinction between the two lies in its energetic
location, with respect to the substrate band gap. A state is
located within a bulk-projected band gap and its probability
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density decays exponentially into the bulk of the metal. A
resonance is located within a bulk band and is energetically
resonant with continuum states of the metal substrate.

Another type of state that can transfer charge out of the
bulk and into or beyond a molecular layer is an image state.
An image state is formed from an electron trapped in the
potential well that is created between the image potential
and the projected band gap.36-39 Figure 3 shows a one-
dimensional model potential proposed by Chulkov and co-
workers that has been used to accurately describe the decay
dynamics of image states at the surface of copper and
silver.40,41 Notice here that the projected band gap is
approximated by a cosine function, whose Fourier coeffi-
cient determines the band gap in the usual two-band
formulation. The model potential varies smoothly from the
bulk to the classical image potential on the vacuum side, as
given by

wherezim is the static image-plane position,εs the dielectric
constant of the adsorbate layer (εs ) 1 for vacuum), andεo

the vacuum permittivity. The image potential results in a
Rydberg-like sequence of energy levels:36-39

whereEn represents the energy relative to the vacuum level
(n ) 1, 2, ...) anda is the quantum defect parameter, which
is related to the phase shift experienced by the image electron
as it reflects off the surface, because of the projected band
gap. Figure 3 illustrates that the probability density of image
states are located mostly outside of the metal. They are
confined perpendicular to the surface but disperse as free
electrons parallel to the surface. In comparison, the surface
state overlaps strongly with the bulk and its dispersion
depends on its interaction with the crystal. Image states are
well-known for low-index noble-metal surfaces,39-42 as well
as those with molecular adsorbates.43 It has also been
suggested that image states may act as efficient conduits for

charge transport at the surface if they are energetically close
to molecular resonances that are present at the inter-
face.44-46

2.1.2. Physisorption

Physisorption of a molecule on a metal surface occurs via
van der Waals or dispersion forces.34 The primary distinction
of physisorption from chemisorption is that there is little
hybridization of molecular orbitals with the metal in the
former. Consider the simplest case of a rare gas atom on a
metal surface. The valence electron distribution in the atom
is polarized toward the metal surface because of two forces:
(i) the classical image force (eq 5) and (ii) the quantum
mechanical exchange-correlation force. The latter results
from the fact that electrons prefer to stay away from each
other, because of the Pauli exclusion principle; in other
words, each electron is associated with an exchange-
correlation hole. A valence electron on the atomic adsorbate
has the lowest energy near the metal surface, because it is
attracted by the image charge and because it is surrounded
the most by the exchange-correlation hole. At the closest
distance, exchange-correlation repulsion between the atomic
valance electrons and the spill-out electron distribution from
the metal substrate starts to dominate. The combination of
the attractive interaction and the repulsive interaction leads
to a shallow potential well a few angstroms from the surface.
Note that polarization of the adsorbate valence electron
distribution is accompanied by redistribution of surface
electron density of the metal. In particular, the spill-out
electron density is pushed back into the metal substrate. The
decrease in the metal surface dipole moment and the addition
of an adsorbate dipole moment (due to the polarized
adsorbate electron distribution) both serve to lower the work
function of the surface.

The effect of physisorption on photoinduced interfacial
ET can be realized mainly in terms of the energetic position
of molecular states/resonances, as a function of the distance
to the metal surface. Take the LUMO of a physisorbed
molecule as an example. ET from the metal substrate to the
LUMO leads to the formation of a transient molecular anion.
The anionic state/resonance is stabilized by the electrostatic
potential associated with the physisorption well. If the
electron density distribution of the anionic state/resonance

Figure 2. Projection of the bulk band structure at the center of
the surface Brillouin zone (SBZ) for the (111) face of a noble metal,
along with the symmetry labels for the bulk bands. Then ) 1 image
state and then ) 0 surface state are shown. The solid arrow
shows possible transitions at wavelength,pυA, and the dashed arrow
shows possible transitions at wavelength,pυB, to then ) 1 image
state.

Vim ) - 1
4πεvac[ e2

4(z - zim)εs
] (5)

En ) -0.85 eV

(n + a)2
(6)

Figure 3. One-dimensional (1D) model potential and probability
density for the intrinsic surface state (n ) 0) and the first image-
potential state (n ) 1) at the Cu(111) surface atΓh . Reprinted
with permission fromSurf. Sci. Rep., ref 39. Copyright 2004
Elsevier.
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is peaked at more than a few angstroms (∼3 Å) from the
metal surface, its stabilization is dominated by contribution
from the image potential and one can estimate the distance
dependence of the electron affinity, based on eq 5. In
particular, the vertical electron affinity level, with respect
to the Fermi Level, can be approximated by

whereΦ is the surface work function,A the vertical gas-
phase electron affinity, andEpol the polarization interaction
with surrounding adsorbates. Notice that, in this case, the
electron affinity level is effectively pinned to the vacuum
level, not the Fermi level, because of its dependence on the
work function. This has been demonstrated in inverse
photoemission studies, such as benzene on different noble
metal surfaces.47 The image potential pulls the adsorbate
electron affinity level down, and, therefore, it is possible that
the electron affinity moves from above the vacuum level far
from the surface to below the vacuum level near the surface,
as shown for molecules such as benzene and naphthalene
on Ag(111).48 It is important to note that eq 7 is an
approximation, because it is not a point charge with which
we are concerned. The excess electron in the anionic state/
resonance for a polyatomic molecule is distributed throughout
the molecule. Take polyacene as an example. As the size of
the molecule increases, the extra electron added to form the
anion is spread over a larger space, because of the delocalized
nature of the LUMO; as a result, the amount of stabilization
by the image potential decreases as the molecular size
increases. Finally, the last term of eq 7,Epol, is often
approximated from the bulk dielectric susceptibility of
condensed phase molecules; this is a crude approximation
for thin films. More refined approaches such as that used
by Marinica and co-workers is needed to describe the
situation accurately.49

Even for a physisorbed molecule, virtual orbitals such as
LUMO + n (n ) 0, 1, 2, ...) that are not involved in the
physisorption process can still be strongly coupled to the
metal surface through extensive wave function mixing.
Photoinduced ET (direct or indirect) involving these virtual
orbitals can occur with ultrafast rates.

2.1.3. Chemisorption
In contrast to physisorption, chemisorption involves

significant interaction between the adsorbate and the substrate
so that hybridization occurs.28-31 Here, we give an overview
of what occurs, based on the Newns-Anderson model,16

which is similar to the Wigner-Weisskopf model used in
optical and nuclear physics.50,51 In this model, a single
adsorbate level,|a〉, interacts with a continuum of Bloch
states,|k〉, in the substrate and the goal is to describe how
this affects the adsorbate level. In this simple model, the
shift of the adsorbate level due to the image interaction
described previously has been neglected. Consider eqs 1-3.
In the absence of radiation field and the energy transfer
coupling term, the Hamiltonian reduces to

where the electron-transfer coupling term is responsible for
the broadening of the molecular resonance. In the simplest
case, where the molecule-metal interaction energy is smaller

than the width of the metal band, which can be approximated
by a constant density of states (Figure 4), the projected
density of mixed states onto the original adsorbate level has
a Lorentzian shape, with the widthΓ given by

This means that the adsorbate level is broadened into a
resonance centered aroundεa. Thus, lifetime of the transient
molecular resonance from a time-resolved experiment is a
quantitative measure ofΓ, based on eq 4.

In the case of strong chemisorption, with the interaction
energy VET larger than the bandwidth of the metal, the
adsorbate state splits to a bonding and an antibonding state
(see Figure 5). This occurs with metals that have narrow
d-bands, such as transition and noble metals. The rates of
ET into or out of these molecular states/resonances are still
related to electronic-coupling strength but a simple relation-
ship such as eq 4 does not exist in this case.

2.2. Direct Photoinduced Electron Transfer
The direct photoexcitation channel is schematically

depicted in Figure 6. The electron is photoinjected via
the usual dipole transition, so the photoinjection rate is

Figure 4. Schematic of weak chemisorption with sp-band metal.

Figure 5. Schematic of the strong chemisorption due to interaction
with the metal d-band.

Γ(E) ) π∑
k

|VET(k)|2δ(E - εk) (9)

Figure 6. Schematic illustration of the direct optical excitation
process to an unoccupied molecular resonance at the surface that
proceeds either from bulk states or from surface states; the two
paths are resonant at different photon energies. A third path from
an occupied molecular orbital is also possible but does not constitute
charge transfer from the metal. It is also possible to excite
resonances above the vacuum level, but they then can also decay
into the vacuum as well as the metal.

E-(z) ) Φ - A - 1
4πεvac

e2

4(z - zim)εs

- Epol (7)

Ĥ ) ĤM + ĤS + V̂ET (8)
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proportional to the transition dipole moment and light
intensity if coherence between the initial and anionic state
is ignored:53

whereRk2 is the rate of electron injection and〈2| represents
the unoccupied molecular state;|k〉 is the initial metal state,
E is the electric field vector, andµ represents the transition
dipole operator, which is often taken to be along a Cartesian
axis (x, y, or z). A caution is necessary, because it is known
from the photoemission of metal surfaces such as Al(100)
that, at photon energies approaching the bulk plasma energy
(∼15 eV), the dipole approximation breaks down, because
of rapid variations in the field perpendicular to the sur-
face.54,55Because the plasma energy is typically much higher
than the photon energy of interest in photoinduced charge
transfer, we continue to use the dipole approximation.
Equation 10 can be easily generalized to the case of multiple
initial states that do not interact, to

whereT2 is the total photoinjection rate into state〈2|. This
equation is innocuously simple looking, but quite complex
in reality, because it requires knowledge of the wave
functions involved. An examination of eq 10 or Figure 6
reveals two factors: (i) energy conservation and (ii) sym-
metry and spatial overlap of the wave functions that
determinesMk2. We focus on the second factor in the
following.

The discussion presented here pertains to photoinduced
metal-to-molecule ET, i.e.,〈k| being an occupied metal state
and |2〉 an unoccupied molecule state (e.g., LUMO). The
treatment applies equally to photoinduced molecule-to-solid
ET, where〈1| is an occupied molecule state (e.g., HOMO)
and|k〉 is an unoccupied solid state (e.g., the conduction band
of a semiconductor).

2.2.1. Optical Selection Rules and Space Groups

Similar to atoms or molecules, optical excitation at the
surface must obey certain symmetry selection rules. Be-
cause we are examining a crystalline solid, the states over-
lap and form bands in the bulk, as well as at the surface, if
the adsorbates possess long-range order. This requires
inclusion of translational symmetry, which leads to Bloch’s
theorem with the point group symmetry that restores the
lattice to itself. It is necessary to label the representations of
a space group through the reduced wave vector,k, and the
irreducible representation of the group of that wave vector
called its small representation.56 Tables 1 and 2 illustrate
the point groups associated with the band structure shown
in Figure 2, along with the notation used in solid-state
physics.57

Another important aspect concerns the reduction of sym-
metry upon adsorption of the molecule on the substrate.58

Here, we use the aforementioned group tables to demonstrate
this for a molecule such as BF3 that possesses D3h symmetry
in the gas phase. Upon adsorption the horizontal mirror plane
clearly is no longer a symmetry operation. So, the symmetry
is reduced at least to C3V, depending on the substrate. This
means, for example, that orbitals belonging to the irreducible

representations A′1 and A′′1 in D3h go to A1 in C3V, as can be
seen by comparing the columns of the common symmetry
operations in Tables 1 and 2. Also note that the strength
and type of interaction between the molecule and the
substrate, as well as molecule-molecule interaction, deter-
mine the degree to which the symmetry decreases. For
example, it is known that photoemission from the doubly
degenerate 1π occupied orbital in the case of CO adsorbed
on the (110) face of face-centered cubic (fcc) metal surfaces
does not show splitting into its b1 and b2 components, despite
the maximum symmetry of the surface being C2V.59 It is not
just the adsorbate geometry that dictates the symmetry of
the molecular states at the surface; geometry should only be
taken as a starting point in a symmetry analysis. Nevertheless,
symmetry selection rules have played an important part in
the analysis of ultraviolet photoemission (UPS) and near edge
X-ray absorption fine structure (NEXAFS) for molecules
adsorbed at metal surfaces.24

The consideration of local symmetry, when combined with
an understanding of space groups, provides a prescription
for determining what bulk states are symmetry-allowed to
contribute to the direct photoinduced electron-transfer pro-
cess, in the case of an ordered adsorbate layer:

(1) Pick a reduced wave vectork|; this determines the
direction in which the bulk bands are projected, e.g.,k| ) 0
for the noble metals in Figure 2.

(2) Determine which band(s) can energetically con-
tribute to the photoemission process in which the unoccupied
state energy is fixed in thek⊥ direction. This is depicted for
the n ) 1 image state in Figure 2. In this case, thepνA

associates the image state with bulk bands ofΛ1 and Λ3

symmetry, whereaspνB only associates the image state to
bands ofΛ1 symmetry. It may be necessary to consider
backfolding of the bulk bands, because of an adsorbate
superlattice.24

(3) Find the irreducible representations for those bands
that are energetically allowed, taking into account the
reduction in symmetry that is due to the surface. Continuing
with the example, at the fcc surface, the irreducible repre-
sentations areΛ1 (A1) andΛ3 (E) for the bands of interest
from Table 1. Now consider the irreducible representations
for the unoccupied state and the dipole operator. Here, the
image state is symmetric about the surface normal and is
Λ1 (A1) and the dipole operator can be obtained from the
basis column of Table 1 (z is Λ1 (A1) and x and y are Λ3

(E)).
(4) Finally, multiply the irreducible representation

characters of each band by the characters corresponding
to the unoccupied molecular state and the dipole operator.

Rk2 ∝ |〈2|µb|k〉‚EB|2δ(E2 - Ek - pω) )

|Mk2|2δ(E2 - Ek - pω) (10)

T2(pω) ) ∑
k

Rk2(pω) ) ∑
k

|Mk2|2δ(E2 - Ek - pω) (11)

Table 1. Characters for C3W (Λ)

C3V (Λ) E 2C3 3σV basis

Λ1, A1 1 1 1 z
Λ2, A2 1 1 -1 Rz

Λ3, E 2 -1 0 (x,y)(Rx,Ry)

Table 2. Characters for D3h (L)

D3h (L) E 2C3 3C2 σh 2S3 3σW basis

L1, A′1 1 1 1 1 1 1
L2, A′2 1 1 -1 1 1 -1 Rz

L3, E′ 2 -1 0 2 -1 0 (x,y)
L′1, A′′1 1 1 1 -1 -1 -1
L′2, A′′2 1 1 -1 -1 -1 1 z
L′3, E′′ 2 -1 0 -2 1 0 (Rx,Ry)
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One can then determine if the totally symmetric representa-
tion is present in the result. This can be done using the
following formula:

wherem is the total number of operations in the group (i.e.,
1 + 2 + 3 ) 6 for C3V), g(C) is the number of operations in
class C, andø(C) is the character resulting from the
multiplication described previously for class C. For example,
for pνB in Figure 2, the initial state must be A1 and the final
state is A1; thus, for a field polarized in thez-direction, eq
12 gives a value of 1 whereas for fields polarized in thex-
or y-directions it gives a value of 0. In contrast, forpνA, the
polarization along thex- and y-directions are allowed
transitions from the states with E symmetry, but the
z-polarization is not allowed.

A similar procedure exists for transitions from surface
states and occupied molecular states; however, in this case,
one does not need to be concerned with thek⊥ direction,
because these states do not disperse in the vertical direction.

The rules previously listed seem to be straightforward to
apply; however, their applications are often not possible,
because the details of adsorption are usually unknown. At
present, selection rules are not very useful, in terms of
predicting whether direct photoinduced ET will occur for a
particular metal-molecule system. Instead, they are better-
employed post facto to help aid in the assignment of spectra
to specific molecular orbitals. Finally, if we consider the
dipole matrix element, the symmetry selection rules are
clearly dependent on the polarization direction of the incident
light, and, thus, the direct photoinduced ET rate can be
controlled experimentally by varying the incident light
polarization.

2.2.2. Spatial Co-localization of Wavefunctions

Spatial co-localization of wave functions most often
determines whether the direct photoinduced ET channel is
observed or not. Unlike the previous symmetry argument,
no general procedures exist to determine this, and so it is
necessary to consider the system on a case-by-case basis.
This means numerical approximations to the wave functions
must be found. Unfortunately, to the authors’ knowledge,
little work beyond image states at metal interfaces has been
conducted in this direction. In the following, we present a
qualitative discussion.

The initial metal wave function and the molecular wave
function must co-localize in the same spatial region for the
transition dipole moment (Mk2 in eq 10) to be nonzero. In
the case of image states, a strong correlation between the
penetration of the tail of the image state wave function into
the substrate and the photoexcitation cross section was
observed.60,61 Klamroth et al.60 showed, using the model
potential in Figure 3, that the matrix element,Mk2, scales
with (n + a)-3/2, whereas the probability density of the
penetration of the wave function scales with (n + a)-3. The
high probability of photoinduced ET from bulk or surface
states of the metal substrate to the image state is due to the
fact that the image state is delocalized in the direction parallel
to the surface.

For most molecules, an anionic molecular resonance/state
is often localized to an individual molecule; as a result, its

matrix element with delocalized substrate or surface bands
must be vanishingly small and direct photoinduced ET does
not occur. This may be the reason it is rare to observe anionic
molecular resonances in 2PPE measurements. The matrix
element for direct optical transition from a delocalized
substrate state to a molecular level can be significant only
when the molecular resonance/state of interest (i) mixes
significantly with the metal substrate through strong chemical
interaction, (ii) mixes with delocalized interface states (e.g.,
image states), or (iii) possesses parallel dispersion due to
strong intermolecular electronic interaction and band forma-
tion. These three scenarios will be illustrated by selected
examples in section 4. Note that, unlike the direct photo-
excitation process that is important in a 2PPE process,
population of a localized molecular state/resonance can
easily occur via scattering. Indeed, evidence for anionic
molecular state/resonance on surfaces is abundant in electron-
adsorbate scattering, such as that in inverse photoemission
spectroscopy, resonant electron stimulated desorption, and
substrate-mediated surface photochemistry, as we discuss
later.

When significant electronic coupling between the molecule
and metal substrate occurs and the resulting wave function
penetrates into the metal, one can qualitatively estimate the
rate of the direct photoinduced ET channel based on the
match in spatial oscillations of the wave functions, as
illustrated in Figure 7. Here, the optical transition matrix
element is a strong function of the excitation photon energy
due to differences in the spatial oscillation of the wave
functions involved. A similar effect is well-known in UPS;24

in this case, the final state energy determines the wave vector
of the free electron and can be tuned by changing the photon
energy. The same has been observed in the probe step in
2PPE.

Here, we show this effect using the image or surface state.
In the simple two-band model of an almost free-electron
metal, solutions exist in the gap that correspond to sinusoids
damped into the bulk, as given by39

which is valid for z < 0 (i.e., in the substrate);q is the
damping parameter determined by the energetic position in
the gap (q > 0), Gz is the reciprocal lattice vector, andδ is

1

m
∑
C

g(C)ø(C) (12)

Figure 7. Schematic illustration of how the matrix element can
be dependent on photon energy for excitation from a sp-band
metal: (a) the perpendicular band structure and the positions of
the Bloch states; (b) the real parts of the approximate wave functions
used in the text as a function ofz. The higher-energy state|k2〉
more closely matches the spatial frequency of the|LUMO〉 state
and, therefore, has a higher cross section than the lower-energy
state|k1〉.

ψ2(z) ∝ eqz cos(12Gzz + δ) (13)
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a phase shift that is also dependent on the position in the
gap. We use this to model the tail of the wave function that
penetrates into the substrate. For an initial state in the NFE
model and if the wave vector is far from the zone boundary,
the wave function can be approximated by a free-electron
like state,ψk(z) ∝ eikz. The matrix element then can be easily
integrated (settingδ ) 0) for an optical field perpendicular
to the surface, to give

This expression, plotted in Figure 8, indicates two things:
(i) the smallerq is, the larger the matrix element becomes,
as expected from more penetration of the molecular state
into the bulk; (ii) the closer the initial state vectork is to the
zone boundary (i.e.,Gz/2), the larger the matrix element. The
latter indicates that the spatial frequencies of the initial and
final state wave functions must be similar. This issue is not
a symmetry selection rule, but it can explain relative
differences between matrix elements. In particular, it em-
phasizes why charge transfer rates can be dramatically
different for different photon energies, even though
the density of states and symmetry of the initial states are
similar.

2.2.3. Coherence in Direct Optical Excitation

The best evidence for direct optical excitation in photo-
induced interfacial ET is the observation of coherent effects
during photoexcitation. This is not the case when ET into
the unoccupied molecular state occurs indirectly via scat-
tering and loses phase information. The best example for
coherent effects in photoinduced interfacial ET was shown
by Hofer et al.,62 for image states. These authors used
ultrafast laser pulses with sufficiently large bandwidth to
coherently excite a wave packet of closely spaced energy
eigenstates (n g 3) of the image potential. This led to the
observation of quantum beats among the excited image states.
The adsorption of a molecular layer is observed to increase
the dephasing rate and reduce the magnitude of quantum
beats significantly, as shown by Reuss et al. for CO
adsorption on the Cu(100) surface (see Figure 9).63 Coher-
ence for ET into molecular states/resonances is usually
neglected, because dephasing is expected to be much faster.
Petek and co-workers observed a small but measurable
dephasing rate for photoinduced ET into the antibonding

resonance for Cs-Cu(111).64 Whether unoccupied states/
resonance of polyatomic molecules at surfaces can exhibit
measurable dephasing rates remains an open question.

2.3. Photoinduced Indirect Electron Transfer
Indirect photoinduced ET at the metal-molecule interface

most often involves the transfer of a hot electron in the metal
substrate to the molecular state/resonance. In this process
(shown in Figure 10), light absorption by the substrate creates
a distribution of hot electrons. The hot electrons can travel
to the surface and subsequently attach to the anionic state/
resonance. Similarly, a hot hole in the metal substrate can
attach to an occupied molecular state/resonance. The tradi-
tional view of electron injection in dye-sensitized solar cells
can also be regarded as an indirect process where photo-
excitation of the dye molecule and ET from the photoexcited
dye molecule to the semiconductor conduction band are
considered to be independent steps. For detailed descriptions
of hot-electron dynamics on metal surfaces, we refer the
readers to the excellent reviews of Petek and Ogawa25 and
Echenique et al.39

Figure 8. Matrix element of metal-to-image state optical transition
for two different values ofq/Gz, as a function of the reduced
wavevector,k⊥/Gz.

Figure 9. Quantum beats from the coherently excitedn ) 3 and
4 image states on Cu(100). The oscillations decay rapidly (Td) upon
CO adsorption, whereas the exponential decay representing the
lifetime, τ, remains almost unchanged. The dashed line shows the
cross correlation between pump and probe pulses. Reprinted with
permission fromPhys. ReV. Lett. (http://link.aps.org/abstract/PRL/
v82/p153), ref 63. Copyright 1998 American Physical Society.

Figure 10. Schematic illustration of the hot-electron transfer to
an unoccupied molecular resonance at the surface. The laser pulse
generates hot electrons in the bulk, which scatter among themselves
and also into the adsorbate level. The arrows inward and outward
depict the idea of microscopic reversibility and also the possibility
of inelastic processes that are occurring due to coupling to the
nuclear degrees of freedom of the adsorbate.

|Mk2|2 ∝ | 1

{q + i[k + (Gz/2)]}2
+ 1

{q + i[k - (Gz/2)]}2|2
(14)
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2.3.1. Hot-Electron Transfer
The conceptual viewpoint of the hot electron-transfer

process has already been given in Figure 10. Here, we focus
on how hot-electron attachment rates can be determined.
Phenomenological models that have been proposed by
Gadzuk6,65 have been used in the past to explain trends in
hot-electron attachment rates, e.g., the photon energy de-
pendence of photochemical cross sections.66 However, for
comparison among different adsorbate metal systems, these
models are limited, because they use parametrized tunneling
barriers to determine the cross section for the formation of
the anionic resonance. A recent study by Nakamura and
Yamashita allows for a first-principles treatment of the
scattering problem at the surface and begins to provide a
path toward more-predictive models.33 In addition, it is
constructed from the nonequilibrium Green’s function (NEGF)
formalism and provides a useful bridge to transport theories.
These approaches are similar to the Berglund-Spicer model
of photoemission.67 The hot-electron attachment models
divide the problem into three separate steps: (i) excitation
of electrons in bulk; (ii) transport of excited electrons to the
surface, including generation of secondary electrons through
electron-electron scattering; and (3) tunneling of hot
electrons into the unoccupied orbital. In both phenomeno-
logical and first-principles models, the first two steps are
modeled in similar ways. However, the third step in the
Nakamura and Yamashita model is very different from that
of Gadzuk. This can be clearly seen by considering the
resulting formulas for hot-electron attachment. First, we give
the form from the phenomenological model:65

wheref(E, pω) is the hot-electron distribution at the surface
created by the optical pulse and includes contributions from
secondary electrons;T(E) is the tunneling probability at
energyE, determined by a simple potential barrier; and the
third term corresponds to the energy broadening of the
adsorbate affinity level. In contrast, the result of the
Nakamura and Yamashita research is33,68

wheref(E, pω) is the hot-electron distribution at the surface
and is determined in a similar manner as in eq 15;θ(E -
EF) is the Heaviside step function; the highlighted term
accounts for the attachment of hot electrons to the adsorbate
affinity level. This formula can be compared to the NEGF
formula for coherent transport in a metal-molecule-metal
junction:69

where thef terms are the Fermi functions of the electrodes
for a given bias voltage (V) across the junction and are
analogous to the hot-electron distribution termf(E, pω) in
eq 16. The first term, the transmission function through the
junction, consists of four terms:GC

R(E) andGC
A(E) are the

advanced and retarded Green’s functions in the central region
(i.e., the molecule+ the nearest metal atoms) and describe

coherent dynamics of the electron in this region;Γ1(E)
describes the rate of electron injection into the central region
from electrode 1, andΓ2(E) describes the rate of electron
exiting the central region into electrode 2 (here, we have
made the assumption that electrode current flows inward
from electrode 1 and outward to lead 2). TheΓ values here
are due to the contact of the central region to the semi-infinite
metal electrodes and account for lifetime broadening of
molecular levels due to coupling to the metal; they are
analogous toΓ in the Newns-Anderson chemisorption
model, but they are matrixes instead of a single number. A
key aspect of the transmission function in eq 17 is that all
the constituents can be calculated from ab initio techniques:
the Γ values are from surface Green’s functions of the
substrate70-72 and can be calculated within the density
functional theory (DFT), as is usually used in molecular
conductance problems.32,73-75

The Green’s function and theΓsubstrateterms in eq 16 are
similar to the respective terms in eq 17. The exception is
ΓeN, which describes the rate of attachment of electrons with
some loss of electronic energy due to electronic-nuclear
coupling responsible for vibrational excitation or chemical
changes; it can be made sufficiently small to reach the quasi-
elastic limit.

2.3.2. Interband and Intraband Scattering and
Image-State-Assisted Scattering

There are other indirect channels for populating excited
states at the interface. The mechanisms for these processes
involve the excitation of an electron to a higher excited state
or one of the same energy, followed by scattering into the
unoccupied state of interest. If the rate of the scattering
process is slow enough, it is possible to observe a finite rise
time in the population dynamics that cannot be modeled with
the optical Bloch equation or rate equation approach and it
can affect the observed decay rate.76-79 Evidence for these
indirect channels comes from time- and angle-resolved two-
photon photoemission, in whichk|-dependent decay rates are
observed. The inelastic processes usually are associated with
two effects at the interface: intraband electron-electron
interactions and vibrational or rotational excitation of the
molecule. The electron-electron interaction typically occurs
on an ultrafast time-scale (i.e., tens of femtoseconds), but
the vibrational or rotational excitations require a longer time.
In the case of vibrational excitations of molecules, require-
ments similar to those of photochemistry or other desorption
induced by electronic transitions (DIET) processes apply.6

Examples for these indirect channels include intraband decay
in cases of the LUMO band in C6F6 on Cu(111)76 and image
bands on metal surfaces80 and interband decay processes from
a higher-lying image state to a lower-image lying one.26,81

There are also suggestions of unoccupied molecular states
populated by decay from image states.82 Finally, there is the
case of image-state assisted tunneling of hot electrons from
the bulk to an excited molecular state, as first proposed by
Rous.44 Here, it was observed that the significant enhance-
ment (up to an order of magnitude) of the molecular cross
section occurred if the energetic position of the molecular
resonance coincided with the energetic position of an image
state. An understanding of this process is hampered by the
absence of realistic potentials to describe the image potential
at the molecule-metal interface.

R(ω) ∝ ∫EF

EF + pω
f(E,pω)T(E)e-(Eaff - E)2/2s2

dE (15)

I ∝ ∫ Tr[Γ2(E)GC
R(E)Γ1(E)GC

A(E)][ f2(E + eV) -
f1(E)] dE (17)
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2.4. Relation of Decay Processes to
Photoinduced Electron Transfer

Although the previous discussions have focused on ET
from a metal surface to a molecular state/resonance, the
reverse process, i.e., the decay of an excited molecular state/
resonance via ET to the metal provides equally important
information and is more accessible to experimental probes.
We discuss two primary decay mechanisms with an emphasis
on how they relate to photoinduced charge transfer: inelastic
electron-electron scattering with bulk electrons and resonant
charge transfer to bulk states (RET).

The inelastic electron-electron scattering rate is given by
the following expression from many-body theory:83

whereφi andεi correspond the one particle eigenfunctions
and eigenstates of the excited state;∑ is the self-energy due
to interaction of the electrons and can be computed from
the screened Coulomb interaction in the so-called GW
approximation; andΓ can be related to the lifetime through
eq 4. This looks like a matrix element over the imaginary
portion of the self-energy, except multiple integrations over
space must occur to account for the nonlocality of the self-
energy operator. The self-energy term incorporates the idea
that the excited state can decay to the many unoccupied states
that lie below it, such as unoccupied bulk metal states above
the Fermi level. Despite its complexity, studies on image
states have shown that the decay rate is dependent primarily
on wave function overlap with the metal surface; this is
similar to the wave function co-localization in determining
the direct optical excitation rate.83,84 Thus, by studying
electron-electron decay processes at the interface, we can
gain insight into wave function overlap between a molecular
state/resonance and bulk states.

In contrast to inelastic decay via electron-electron scat-
tering, RET occurs when localized states at the surface tunnel
elastically into the bulk, i.e., the reverse process of hot-
electron transfer. When one measures decay rates due to
RET, then an estimate of the hot-electron transfer rate can
be determined. Indeed, as pointed out by Gadzuk,6 and by
Harris and Holloway,85 this leads to the following problem
in resonance-assisted desorption: stronger coupling leads to
stronger charge injection, but it also leads to reduced
lifetimes, which reduces the amount of energy that can be
transferred to nuclear coordinates and subsequently reduces
the desorption or reaction probability.

Despite the abundance of indirect evidence for hot-electron
transfer to molecular states/resonances, it is surprising that
there has been little direct evidence for this channel in 2PPE
experiments. Whether this is a result of a small cross section
for the hot-electron attachment step or that for the ionization
step remains an open question.

2.5. Electronic −Nuclear Coupling and Dynamic
Localization

In all discussions presented previously, we focused our
attention onto the electronic coordinates during photoinduced
interfacial ET. Electronic-nuclear coupling, when necessary,
can be treated as a perturbation. At this weak electronic-
nuclear coupling limit, the electron is transferred mainly in
an elastic and resonant process with a rate established by
the overlap of the molecular wave function and substrate

metal bands. The time scale of ET is given by the inverse
of Γ discussed previously, as dictated by the Uncertainty
Principle. This type of approach underlies coherent transport
theories to describe ET through a metal-molecule-metal
junction.32,86 At the strong electronic-nuclear (and weak
electronic-electronic) coupling limit, ET is controlled by
nuclear rearrangement, as shown by Marcus and others in
the so-called standard ET theory.87 The rate of interfacial
ET is determined by a thermal activation term, with the
activation energy given by the nuclear reorganization energy
(λ) and the free energy changes associated with the electron-
transfer reaction.

What is most difficult to describe from a theoretical
perspective is the intermediate situation of interfacial electron-
transfer accompanied by nuclear movement on the same time
scale. This intermediate situation has been illustrated by
recent time-resolved 2PPE experiments on small polaron
formation88 and electron solvation89-92 in interfacial ET. An
account by Petek and coworkers elsewhere in this issue
provides a more detailed discussion on the subject.93 The
problem of solvation or small polaron formation during
interfacial electron-transfer calls for the inclusion of both
electronic and nuclear coordinates, such as the variational
transition state theory applied by Truhlar and co-workers in
treating charge-transfer reactions (see Figure 11).94 In this
representation, ET between two states is described by a
trajectory on a two-dimensional hyper-potential energy
surface (PES). Here,qe represents the electron coordinate
and QN a generic nuclear coordinate of the medium. In a
coherent electron transport picture, such as Landauer type
of theories, the electron transport process is represented by
an arrow and nuclear coordinates are frozen. At the other
extreme, the Marcus theory is represented by a thick solid
line, where the rate-limiting nuclear fluctuation brings the
two states into resonance, when tunneling and ET occurs.
Reality is likely represented by the thin-solid, dashed, or
dotted line (with increasing effective mass) where electronic
and nuclear coordinates are not separable in the electron-
transfer process.

We make three comments on the application of Figure 11
for interfacial ET:

(1) The two coordinates represent motions with drastically
different masses;

(2) A real system may require more than two coordinates;
and

(3) For interfacial ET between a metal and a molecule,
the PES should be superimposed on an electronic continuum
(the metal band structure).

3. The Two-Photon Photoemission Technique
Although several approaches have been used to probe

photoinduced ET at surfaces, we focus on the two-photon

Γ ) -2∫ dr∫ dr′ φi
/(r)Im[∑(r,r′,εi)]φi(r′) (18)

Figure 11. Hyper-potential energy surface (PES) for electron
transfer (ET): qe is the electron coordinate andQN is a nuclear
(medium) coordinate. Adapted with permission from ref 94.
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photoemission technique here. A 2PPE experiment can give
information on the energetics, parallel dispersion, and
lifetimes of excited interfacial states.21,22,25-27 In a 2PPE
experiment, the first photon (with energy typically lower than
the surface work function, to avoid one-photon photoemis-
sion) is used to excite an electron into the intermediate state.
A second photon ionizes this transient state, and the ejected
electron is analyzed in energy, time, and momentum spaces.
This simple description ignores the coherence between the
pump and the probe process. To account for coherence, the
Liouville von-Neuman equation must be solved. This has
typically been conducted in a simplified three-level optical
Bloch equation model with dephasing and relaxation ac-
counted for parametrically.95-98 More recent approaches have
included the use of three coupled bands and also have
accounted for interactions with phonons using modifications
of the optical Bloch equations.99,100

In the simple case in which the intermediate state possesses
no perpendicular dispersion, it is possible to distinguish an
unoccupied from an occupied or a final state, based on how
the kinetic energy of the photoemitted electron varies with
photon energy. This is depicted in Figure 12 for the general
case of bichromatic two-photon photoemission. The zero
energy can be taken at the vacuum level so that Eu, Ei, and
EFermi are negative; if the zero is taken at the Fermi level,
then an offset (work function) must be added to yield an
electron energy that is referenced to the Fermi level. The
latter scale is labeled the final-state energy scale. Kinetic
energy is useful when discussing angle-resolved measure-
ments, because it is directly related to the parallel momentum
vector,k|, whereas binding energy relative to the vacuum
level illustrates the energetics of image states and resonances
the best. Because of the presence of both unoccupied states
and occupied states in the 2PPE spectrum, the nature of peaks
in the spectrum must be identified.

In addition to energetics, electron detectors with narrow
angular resolution allow the measurement of dispersion, with
respect to the parallel momentum vector. In the case of a
surface with long-range order (i.e., surface band structure
exists), crystal momentum parallel to the surface is conserved
so that a simple relation holds betweenk|, the angle of
detection (θ) from the surface normal, and the kinetic energy,
as given by

In the majority of molecular systems, the electronic
bandwidth is too small to show measurable dispersion. This
is sometimes used to distinguish molecular states/resonances
from image states/resonances at the surface: i.e., image states/
resonances should give free-electron-like dispersions (with
respect tok|). However, exceptions to this are often found
in the case of molecular electronic band formation and the
localization of image states/resonances by interfacial potential
fields due to the adsorbates.

A 2PPE experiment can be performed in the time domain
by delaying the pump and probe pulses to determine (i) the
rate of photoemission intensity decay, (ii) the time-dependent
changes in electron energy, and (iii) the time-dependent
change in parallel dispersions. The first type of experiment
is a measure of population relaxation; this differs from energy
width measurement, because lifetime broadening can result
from population decay, dephasing, and heterogeneity. The

second and third experiments probe the relaxation and
localization dynamics, e.g., from an initially delocalized
image state to a localized polaron.

Of significant importance to this article is the ability to
control the polarization of the pump and probe laser pulses
in a 2PPE experiment independently. This can be used to
distinguish direct from indirect photoinduced ET in the first
step. In the case of hot-electron transfer in the first step, the
2PPE signal is given by

where Ap or As is the substrate absorbance for p- or
s-polarized light at an incident angleθ; the last term is
proportional to the ionization rate from the unoccupied state.
By varying the polarization of the pump pulse, it is possible
to determine if the observed signal follows the substrate
absorbance. In the case of direct optical excitation in the
first step, eq 10 must be multiplied by the ionization
probability to give

Note that this treatment neglects coherence between the pump
and probe steps. If the initial states all have the same
symmetry or there is only one initial state, a clear selection
rule will be observed. However, if multiple initial states are
involved in populating the transient state/resonance, the
polarization dependence may not reflect a simple selection
rule. In this case, the probe step should provide symmetry
information of the transiently populated state or resonance,
because the final state in photoemission should be totally
symmetric in the case of normal emission.58,101This issue is
well-established in angle-resolved UPS studies of molecular
adsorbates, and we refer the reader to the excellent review
by Steinrück.58

The actual implementation of time-, energy-, and angle-
resolved two-photon photoemission is shown schematically
for the setup in the authors’ laboratory in Figure 13. Here,
output from a femtosecond Ti:sapphire oscillator is frequency
tripled or doubled into the ultraviolet (UV) region. The UV
beam is subsequently split, in the case of monochromatic
time-resolved 2PPE, into pump and probe paths with a pulse
width of 80 fs. In the bichromatic 2PPE setup, the oscillator

Figure 12. Schematic illustration of two-photon photoemission
processes involving (a) an unoccupied intermediate state; (b) an
occupied initial state; and (c) an unoccupied final state. Note the
different dependences of electron kinetic energy on photon energies.
The energies of the states are taken with respect to the vacuum
level in this diagram.

W ∝ (∑
k

|Mk2|2δ(E2 - Ek - pω))|µb23‚Eprobe|2 (21)

k|(Å
-1) )

x2meEkinetic

p
sin θ ) 0.511xEkinetic(eV) sinθ

(19)
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output is split before the tripler or doubler to give an
ultraviolet pump pulse and an infrared probe pulse. Here,
the laser cavity can be tuned over a limited wavelength
regime (∼700-900 nm). For detection and determination
of the electron kinetic energy, a hemispherical analyzer is
used. Many variations of this system exist in multiple
laboratories around the world. In particular, several notable
improvements over the setup in Figure 13 include interfer-
ometry,25 hemispherical detectors with one-dimensional (1D)
arrays, widely tunable NOPA or OPA laser sources,102 and
more-sensitive time-of-flight (TOF) detectors. In addition,
recent work has been performed using commercially avail-
able photoelectron emission microscopes, combined with
two-photon photoemission, to allow spatial and temporal
imaging of the sample.103,104

4. Examples

In this section, we present selected examples of 2PPE
studies on photoinduced interfacial ET on metal surfaces.
We group these results based on how they address the issues
discussed earlier in section 2. We also attempt to identify
limitations of current knowledge and ideas for future
experiments.

4.1. The Role of Symmetry and the Projected
Band Gap

The roles of adsorbate symmetry and projected band gaps
on the direct photoinduced electron-transfer channel have
been addressed in several model systems, including CO/
Cu(111),105,106 Cs/Cu,64,107-112 and C60 on Cu(111) and
Au(111).113-115 In all examples, the unoccupied molecular
or adsorbate states/resonances are believed to be populated
by the direct-excitation mechanism.

The 2π* resonance of CO on Cu(111) has been determined
to have a lifetime of a few femtoseconds,105,106whereas the
lifetime of the Cs antibonding resonance on Cu(111) is much
longer (∼50 fs at 33 K).64 Initial work in the case of Cs/
Cu(111) focused on the role of the projected band gap,
because it limited RET to metal states with highk|. This

adequately explained the differences in lifetime observed on
the different faces of copper.109,110However, this argument
does not apply to the CO 2π* resonance, which is also
located in the projected band gap of Cu(111) but possesses
an ultrashort lifetime. Instead, an explanation for difference
between Cs and CO on the same Cu(111) surface requires
an understanding of the symmetry:σ-symmetry for the
antibonding Cs resonance andπ-symmetry for the 2π* CO
resonance.

Consider the adsorption of an alkali atom on a metal
surface. The image potential at the surface causes hybridiza-
tion of the s and p orbitals. As illustrated in Figure 14, the
s-pz orbital results in greater probability density near the
surface and is involved in the bonding with the metal surface,
whereas the s+ pz orbital is more of antibonding character
and has little electron density near the surface. The fact that
the antibonding electron density is pushed away from the
metal surface is a major reason for the long lifetime. In
contrast to an atomic adsorbate, the interaction of a molecule
is dependent on orientation. Consider the case of a molecular
orbital with π-symmetry and nodal plane perpendicular to
the surface. Theπ-orbital (or aπ*-orbital in the case of CO)
is affected less by the image potential than one ofσ-
symmetry. Based on this argument, we expect the probability
density of the 2π* CO resonance to be closer to the metal
surface than that of theσ* Cs resonance, resulting in a shorter
lifetime (faster ET rate) for the former. In contrast, if the
nodal plane of theπ-orbital is parallel to the surface plane,
the probability density should be polarized similarly to the
case of aσ orbital. A symmetry argument was also used to
explain the LUMO resonance, which was absent in the case
of pentafluorobenzene (C6HF5) but was observed in the cases
of C6F6 and C6H2F4,116 although the mechanism is not clear.

The projected band gap is thought to be responsible for
the different rates of photoinduced ET to the LUMO+ 2
resonance of C60, which is observed on Au(111), but not on
Cu(111).114,115As shown in Figure 15, the LUMO+ 2 level
is an intense peak in 2PPE spectrum on Au(111), because
of photoinduced ET from the metal surface; however, it is
almost invisible on Cu(111). An examination of the energy-
level diagram in Figure 16 provides a clue. The C60 LUMO
+ 2 level is resonant with the upper band on Au(111) but is
located within the projected band gap on Cu(111). We expect
stronger electronic coupling and, thus, a higher rate of direct
photoinduced ET in the first excitation step in the former
case.

Figure 13. Schematic illustration of time-resolved 2PPE setup
using an oscillator source and frequency tripling. The bichromatic
setup is shown in the solid lines. After removal of the beam splitter
(1) and mirrors (3 and 4), and the insertion of beam splitter into
mirror mount (2) and addition of a focusing lens, it can then be
used after realignment as a noncollinear monochromatic pump-
probe setup. The dotted path shows the monochromatic beam paths.
The sample can be cooled with liquid nitrogen (LN2) to 90 K and
resistively heated to>800 K.

Figure 14. Qualitative illustration of how atomic or molecular
orbitals hybridize at the surface due to the surface potential.
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4.2. Molecular Film as an Insulator: Reduction in
Resonant Electron Transfer Rates

Rare-gas atoms or molecules with large HOMO-LUMO
gaps can serve as potential barriers for ET at the interface
and may be used to control electron-transfer rates. Much
work in this area has focused on rare-gas overlayers, because
the simplicity of these systems allows for quantitative
comparison between experiment and theory.39,117,118Harris
and co-workers pioneered studies of the dynamics of image
state electrons on alkane-covered metal surfaces.43,119As an
example, Figure 17 shows results from our laboratory for
then ) 1 image resonance on ann-heptane-covered Au(111)
surface.120 These results illustrate two important points: (i)
the binding energy of the image resonance decreases as the
film thickness increases, and (ii) the lifetime of the transiently
populated image resonance increases (exponentially) as the
film thickness increases. Both are due to the insulating nature
of the molecular film, which pushes the image resonance
wave function outside the adsorbate layer and further away
from the metal surface. The decrease in image resonance
binding energy is obvious when we consider Figure 3: the
further the electron is from the surface, the weaker the image
potential becomes (of course, polarization of the molecular

film itself must also be taken into account). The exponential
increase in lifetime can also be taken into account semi-
quantitatively (see simulation results in Figure 17), by
tunneling through the insulating layer, which is necessary
for RET from the transiently populated image resonance to
the metal substrate. In fact, these types of observations are
signatures for image resonances on top of adsorbate films.

4.3. Chemisorption Bond and Interfacial Electron
Transfer: Thiolate Self-Assembled Monolayers
(SAMs)/Gold

Self-assembled monolayers (SAMs) of thiol molecules on
metal surfaces have been popular model systems in research
on electron transport.121 This has motivated several 2PPE
studies of the unoccupied electronic structure of these
systems.122-125 Vapor deposition of alkanethiol (CnH2n+1SH)
on Au(111) in an ultravacuum environment can lead to the
reclined (long molecular axis parallel to the surface) physi-
sorbed alkanethiol phase, the reclined chemisorbed alkane-
thiolate (CnH2n+1S-) phase at low coverages, and the upright
SAM phase at saturation coverage.126 We have compared
2PPE spectra of these three phases for hexanethiol on
Au(111) (see Figure 18). The formation of the Au-S bond

Figure 15. 2PPE spectra of 2ML of epitaxial C60 thin film on
Cu(111) and Au(111). Then ) 1 and 2 image resonances are
shown, along with metal-to-LUMO+2 electron-transfer resonance
on Au(111).114,115

Figure 16. Energy-level diagram (referenced to the Fermi level)
as a function of C60 film thickness on Cu(111) and Au(111). UBE
denotes the upper band edge; IR1 and IR2 are image resonances.

Figure 17. Left: 2PPE spectra for 1, 2, 4 MLn-heptane/Au(111).
For coverage above 2 ML, island formation occurs and multiple
peaks are observed, corresponding to patches of different film
thicknesses. For a nominal coverage of 4 ML, only the bilayer and
trilayer peaks are visible. A magnified view (10×) of the n ) 2
image resonance for 1 ML is also shown. Right: Lifetime (τ) of
then ) 1 image resonance as a function of the thickness (z) of the
n-heptane film on Au(111). The circles are experimental data points
and crosses are from an exact solution of the dielectric continuum
model. The solid line is an exponential fit to experimental data:τ
) τo exp(âz), with τo ) 4 fs andâ ) 0.5 Å-1. Reprinted with
permission fromJ. Chem. Phys., ref 120. Copyright 2005, American
Institute of Physics.
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is evidenced by a localizedσ* resonance, which shows little
parallel dispersion and broadens and shifts upward in energy
when the reclined chemisorbed molecules become upright.
For comparison, the image resonances (IR1 and IR2 forn
) 1 and 2, respectively) show free-electron-like parallel
dispersions. The lifetimes of image resonances on physi-
sorbed or chemisorbed reclined phases are approximately the
same; both are significantly shorter than those on monolayer
n-heptane-covered gold. This suggests that the localized
chemisorption bond does not affect the electronic coupling
between delocalized image resonances and the metal sub-
strate. Instead, lifetimes of image resonances are decreased
due to scattering with S atoms within the thiol or thiolate
monolayer. Interestingly, the S-metalσ* resonance is
observed at 3.7 eV (referenced to the Fermi level) on Au-
(111),124 3.3 eV on Cu(111),122 and 1.6 eV on Ag(111).123 It
is not entirely clear why theσ* resonance on Ag(111) is
substantially lower in energy than that on Au(111) or Cu-
(111). One explanation is the involvement of the d-band in
S-metal bonding. The d-band is located at∼2 eV below the
Fermi level on Au or Cu, but∼4 eV below the Fermi level
on Ag. Perebeinos and Newton127 recently performed DFT
calculations and suggested an alternative explanation for the
observed resonance; they attributed it to the S-C antibonding
orbital in benzenethiolate on gold, but this seems to be
inconsistent with the observation in Figure 18, that the
resonance is only observed when adsorbed thiols dissociate
to thiolates.

In addition to the localizedσ* and delocalized image
resonances, Zhu and co-workers also observed an image-
like delocalized resonance in the upright SAM phases of
alkanthiolates.125 This resonance in not clearly resolved in
the monochromatic 2PPE spectrum (C) in Figure 18, but does
become well-resolved in bichromatic measurements (see
Figure 19). This peak is labeled “IFR” for interfacial
resonance. Angle-resolved measurements show that the IFR
possesses free-electron-like parallel dispersion (upper panel
in Figure 19), with an effective electron mass of∼1 me.

The short lifetime (<30 fs) and the insensitivity of the energy
level (binding energy of BE) 0.045 ( 0.010 eV) to
molecular length (and, thus, layer thickness) suggest that the
probability density of the electron wave function is concen-
trated inside the molecular layer close to the SAM/gold
interface. For comparison, the properties of a conventional
image resonance on top of a saturated hydrocarbon film is a
strong function of film thickness (see Figure 17). The
interfacial resonance results from the image-like potential
at the SAM/Au interface. The presence of image-like
resonances at adsorbate-metal interfaces was first reported
by Höfer and co-workers for the Ar/Cu(100) system.128

4.4 Band-to-Band Interfacial Electron Transfer
When the adsorbate layer is ordered on the metal surface

and there is significant intermolecular interaction, conduction
bands can form from unoccupied molecular orbitals. This
leads to the possibility of photoinduced band-to-band ET
between the metal substrate and the molecular layer. This
scenario has been discovered recently in the model system
of epitaxial thin films of C60 on Au(111).129 As shown in
Figure 15, the C60 LUMO + 2 resonance can be populated
by direct photoinduced ET from the Au substrate.118 The
band nature of the molecular resonance is established by
dispersion in the surface plane. Figure 20 shows parallel
dispersions of the molecular resonance for 1 and 2 monolayer
(ML) C60/Au(111) obtained from angle-resolved measure-
ment conducted in a plane that contained the surface normal
(111) and the parallel momentum direction, as defined in
Figure 20. Because of the large unit cell size of the C60

superlattice, the dispersion measurements coverk| values
beyond the first Brillioun zone. These dispersions can be
well-described by calculated bands (solid and dashed curves)
from tight binding theory of S-symmetry. The approximation
of S symmetry is justified by the fact that the molecular
dispersions have almost the same shapes as those of the
image resonances that are known to possess S symmetry.
The molecular band evolves into a quantum well with
increasing number of C60 overlayers, as characterized by band

Figure 18. Monochromatic 2PPE spectra taken atpν ) 4.59 eV
for (A) a physisorbed monolayer, (B) a chemisorbed reclined phase,
and (C) a chemisorbed upright phase ofn-hexane thiol on Au(111).
The final state energy is referenced to the Fermi level.125

Figure 19. Bichromatic 2PPE spectra (pν1 ) 4.65 eV,pν2 ) 1.55
eV) of alkanethiolate SAMs on Au(111). The energy scale is the
binding energy of the intermediate state. The spectra are vertically
offset for better visibility. The upper inset shows 2PPE dispersion
maps of (a) hexane thiolate and (b) dodecane thiolate SAMs on
Au(111). The 2PPE intensity is plotted as a function of parallel
momentum and intermediate state energy on a linear grayscale.125
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splitting (data not shown). Time-resolved 2PPE measure-
ments reveal that the lifetimes of the molecular quantum well
are below the detection limit of the laser pulse duration (100
fs). This puts an upper limit of∼20 fs on the lifetime of the
transiently populated resonance. A lower limit of the life-
time of 4 fs is obtained from the width of the molecular
resonance.

4.5. Evidence of Hot-Electron Transfer in 2PPE

Although indirect evidence for photoinduced hot-electron
transfer is abundant, particularly from surface photochemical
studies on metal and semiconductor surfaces,4-9 direct
evidence for the presence of the transient anion is rare.
Polarization-dependent 2PPE measurements, as described in
eqs 20 and 21, have suggested that aσ state in the
CO/Cu(111) system was populated by hot-electron transfer.96

Recent work of Lee et al. on phenol on Ag(111) correlated
surface photochemistry with 2PPE measurement.130 The
photochemical cross section was determined to be dependent
exponentially on photon energy, which is consistent with hot-
electron transfer to an adsorbate resonance energetically
located at∼3.2-3.5 eV above the Fermi level.131,132Indeed,
two-photon photoemission measurements reveal a nondis-
persive state located at 3.22 eV above the Fermi level on
the phenol-covered Ag(111) surface.130 Supporting this
assignment, polarization measurements with p- and s-
polarized pump light show that the photoemission intensity
scales with the substrate absorbance. The combination of
these observations provides evidence that the observed
resonance is due to hot-electron transfer, not direct optical
excitation. Similarly, Ryu et al. showed that the intensity
ratio of the n ) 1 image state on Ag(111) under the
irradiation of p- and s- polarized pump lasers is consistent
with the substrate absorbance, in accordance with hot-
electron transfer to the image state.82 This is different from
measurements on other surfaces, e.g., Cu(111), where the
image states cannot be excited with s-polarized pump light.96

The reason for the different behaviors is not understood and
deserves further clarification.

4.6. Interfacial Electron Transfer Rates
As previously discussed, lifetime measurements provide

quantitative information on the electron-transfer coupling
term, V̂ET. Here, we focus on two examples in which the
lifetimes of the molecular resonances have been determined.
The first example is C60 thin films epitaxially grown on the
(111) face of noble metals;113-115,132-135 the initial optical
excitation is mainly intramolecular in nature and forms
excitons whose quenching rates vary as a function of film
thickness in a manner that is not consistent with the
traditional tunneling picture. Unlike the excitons, the lifetime
of the LUMO + 2 quantum well transiently populated by
direct metal-to-molecule photoinduced ET (see section 4.4)
is much shorter and it is below the detection limit of the
laser pulses that have been used. The second example is C6F6

thin films adsorbed on noble-metal surfaces. Here, the initial
excitation is direct photoinduced ET from the metal substrate
to the LUMO state to form a transient anion with a
measurable lifetime. This molecular state is energetically
outside the region of image states or resonances on these
surfaces.76,116,136There is a fundamental difference between
the two examples: the former is a charge-neutral excited
state that involves a photogenerated hole on the C60 molecule,
whereas the latter involves a transient molecular anion. Note
that the ET rate measured by 2PPE is different than that from
the core-hole clock method,137-142 which is not discussed
here.

4.6.1. Electron Transfer between C60 Excitons and
Noble-Metal Surfaces

Our group has conducted 2PPE studies of epitaxial C60

films on Cu(111) and Au(111).113-115 There was a mis-
assignment of energy levels in the first publication113 that
was corrected later.114 We illustrate the results on C60/Au
here.

Figure 21 shows a set of monochromatic 2PPE spectra
taken at different photon energies for 2 ML C60/Au(111).
This system provides perhaps the richest information among
2PPE studies on metal-molecule interfaces. The depend-
ences of peak positions on photon energy reveal the occupied,
unoccupied, and final state origins of the photoelectron (see
Figure 12). Here, peak H corresponds to two-photon ioniza-
tion of the HOMO; L2 is photoinduced ET from the substrate
to the LUMO+ 2 level. L1* and L2* correspond to Frenkel
excitons (intramolecular) involving the LUMO+ 1 and
LUMO + 2 levels, respectively. The peaks labeled F0*-
F3* are excitons with the excited electron above the vacuum
level. Peaks IR1 and IR2 are photoinduced direct ET to
image resonances. Note that the exciton that corresponds to
the LUMO level was not accessed, because the probe photon
energy was not large enough. With increasing thickness, the
spectral features due to metal-to-molecule ET decreases and
become negligible for film thicknesses of>7 ML. However,
all peaks due to excitons and photoionization of the HOMO
persist for thicker films. The energy levels mapped out by
2PPE are summarized in Figure 22. Similar results were
obtained for the epitaxial C60/Cu(111) interface, except that
the LUMO + 2 level was not observed (see Figures 15 and
16).

We now focus on the distance-dependent decay dynamics
of the exciton that involves the LUMO+ 1 level. Here, the

Figure 20. Parallel dispersions of the LUMO+2 molecular
resonance on 1 ML (solid circles) and 2 ML (open circles) C60-
covered Au(111). The solid and dashed curved are fits to the tight
binding approximation, which gives an intermolecular charge-
transfer integral ofâ ) -0.033( 0.003 eV. The schematics at the
top of the figure illustrate the C60 (2x3 × 2x3)R30° superlattice
on Au(111) and the Brillouin zones of the C60 superlattice. The
dashed arrow indicates thek| direction for dispersion measure-
ments.129

Photoinduced Electron Transfer at Interfaces Chemical Reviews, 2006, Vol. 106, No. 10 4295



lifetime of the exciton is followed in a pump-probe cross-
correlation experiment. Figure 23 shows the measured

lifetimes as a function of film thickness. The solid curve is
an exponential fit which yields an asymptotic value of 345
( 10 fs. This asymptotic value corresponds to the intrinsic
lifetime of the exciton in solid C60, which is likely due to
decay from the LUMO+ 1 level to the LUMO level. Note
that the photoemission signal is dominated from the top-
most C60 layer, because of the small electron escape depth.115

The decrease of the lifetime as distance to the metal surface
shortens is due to quenching by the gold substrate. The most
efficient quenching mechanism is likely RET from the
transiently populated LUMO+ 1 level in C60 to unoccupied
states in gold and the filling of the transient hole in C60 by
a metal electron. At each coverage, the decay rate (1/τ) is
the sum of two contributions: the decay rate intrinsic to the
C60 film at this exciton energy (1/τa, τa ) 345 fs) and an
external rate (kq, s-1) that is due to RET to the metal
substrate. The resulting quenching rates (solid circles) are
shown as a function of distance to the gold surface in a
semilogarithmic plot in Figure 24. In a simple picture that
depicts tunneling through a barrier, the RET rate is expected
to be dependent exponentially on distance (d),

where the characteristic distance parameterâ typically lies
in the range of 0.9-1.3 Å-1 for saturated alkanes and as
small as 0.2 Å-1 for someπ-conjugated molecules.144 The
solid line in Figure 24 is fit to this exponential relationship,
yielding â ) 0.023( 0.05 Å-1 and ko ) 1.2 × 1013 s-1,
which corresponds to an interfacial electronic coupling
strength or spectral density ofΓo ) 8 meV. This can be
compared to earlier measurements of the LUMO+ 1*
exciton lifetime, as a function of the distance of C60 to the
Cu(111) surface (performed at a different wavelength).114 In
this system, theâ value was determined to be 0.11 Å-1 and
Γ0 ≈ 60 meV. The stronger coupling observed on Cu(111)
is not surprising, because it is known that the interaction
between C60 and the metal surface is much stronger on
Cu(111) than on Au(111). Upon adsorption, there is a transfer
of 1.5-2 electrons to each C60 molecule from the Cu
surface145,146 versus little to no static charge transfer that
occurs on the Au(111) surface.147

Figure 21. 2PPE spectra of 2 ML C60/Au(111) taken at the
indicated photon energies (pν ) 4.563-4.709 eV). Each spectrum
is shifted upward vertically by an amount proportional to the photon
energy. The solid lines labeled L1*, L2*, L1, L2, IR1, and IR2
correspond to one-photon dependences of the peak position; those
labeled F0*, F1*, F2*, and F3* are independent of photon energy;
the line labeled H corresponds to the two-photon dependence of
peak position. Thex-axis is the kinetic energy of the photoelectron
referenced to the vacuum level. Reprinted with permission from
Phys. ReV. B (http://link.aps.org/abstract/PRB/v72/p045441), ref
115. Copyright 2005 American Physical Society.

Figure 22. Energy-level diagram of the C60 epitaxial film on
Au(111), as measured by 2PPE. The peaks labeled LUMO+1 and
LUMO+2 are due to metal-to-molecule electron transfer (ET). The
peaks labeled LUMO+1* and LUMO+2* are corresponding levels
involved in Frenkel excitons.EF is the Fermi level, andEvac is the
vacuum level. Also shown in the projected band gap of Au in the
(111) direction. After Dutton et al.115Results on Cu(111) are similar,
except that the LUMO+2 level is almost invisible (see Figure 14).
Reproduced with permission fromPhys. ReV. B (http://link.aps.org/
abstract/PRB/v72/p045441), ref 115. Copyright 2005 American
Physical Society.

Figure 23. Lifetimes (circles) of the LUMO+1* exciton state, as
a function of the C60 thickness on Au(111). The solid line is fit to
an exponential function with an asymptotic lifetime value ofτ )
345( 10 fs. Reproduced with permission fromPhys. ReV. B (http://
link.aps.org/abstract/PRB/v72/p045441), ref 115. Copyright 2005
American Physical Society.

kRET ) ko exp(-âd)
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Theâ value obtained for ET from the LUMO+ 1* exciton
of C60 to the metal surface is much smaller than those typical
values for tunneling. It is inadequate to consider such a weak
distance dependence as tunneling. Electronic excitons in solid
C60 are known to form an effective band, with estimated
bandwidth as high as 102 meV from theory. The interfacial
electronic coupling strength (spectral density) between
LUMO + 1* and the metal substrate is smaller than the
estimated electronic exciton bandwidth. With increasing C60

thickness,|Ψ|2 within a delocalized C60 exciton band is
further away from the interface; as a result, its coupling to
the gold substrate decreases and the ET rate decreases.

4.6.2. The Transient Anionic State in C6F6 on
Noble-Metal Surfaces

The C6F6/Cu(111)76,116,136,143or C6F6/Au(111)148 system
possesses a ET state that involves direct photoexcitation from
the metal to the LUMO of C6F6. Consequently, this is a
transiently populated anionic state. This has been sub-
stantiated by the agreement between the energetic position
found in inverse photoemission149 and the 2PPE measure-
ments.76,116,136,143The anionic state has been assigned to the
σ* C-F orbitals.136,143 The initial photoexcitation is direct
and is subsequently a result of theV̂PMS term in eq 3.
Evidence for this can be seen in Figure 25, which shows the
polarization dependence for C6F6 on Au(111); the molecular
state can only be excited with p-polarized light, not with
s-polarization.148 The anionic molecular state is located at
∼3 eV (above the Fermi level) on Cu(111) and∼3.5 eV on
Au(111). Parallel dispersions show almost free-electron-like
behavior. In the case of C6F6/Cu(111), the effective electron
mass decreases from 2 me at 1 ML to 1 me at 5 ML C6F6

coverage, whereas the lifetime increases frome10 fs to∼30
fs in the same coverage range.

The latest results from the Wolf group are shown in Figure
26 for 2PPE spectra from C6F6/Cu(111), as a function of
layer thickness.76 There are two peaks for the anionic
resonance: peak A, which decreases in energetic position
with increasing coverage, and peak B, whose position is fixed
in energy. Here, peak A is assigned to the LUMO, whereas
peak B has been speculated to be due to excimers; however,

no conclusive assignment has been given. The lifetime of
peak A saturates after the coverage increases to 3ML as
shown in Figure 27; at 1 ML, a lifetime of 7 fs corresponds
to an interfacial coupling strength of 95 meV. Interestingly,
pump-probe cross-correlation measurement reveals that

Figure 24. Semilogarithmic plot of quenching rate (by the metal
substrate) of the LUMO+1* exciton, as a function of the C60
overlayer thickness. Solid line is the fit to an exponential function
that gives the indicated parameters. Reproduced with permission
from Phys. ReV. B (http://link.aps.org/abstract/PRB/v72/p045441),
ref 115. Copyright 2005 American Physical Society.

Figure 25. Polarization-dependent 2PPE spectra for C6F6/Au(111)
at 1 ML coverage. The probe photon energy is 1.55 eV, and the
pump photon energy is 4.65 eV. Peak M is the molecular anionic
state, and SS is the Au(111) surface state.148

Figure 26. Bichromatic 2PPE spectra recorded for various
coverages of C6F6 on Cu(111) at zero time delay from bare Cu(111)
(bottom) to 6 ML C6F6/Cu(111) (top) normalized to peak intensity.
Reproduced with permission fromNew J. Phys., ref 76. Copyright
2005 IOP Publishing Limited.

Figure 27. C6F6 coverage dependence on Cu(111) of extracted
decay timesτAD (9) andτB (0) for states A and B and rise time
τAR (O) for state A.τAD increases up toΘ ) 3 ML and stays
constant for higher coverages. In contrast,τAR andτB exhibit only
a weak monotonic increase with coverage. The solid lines are in
place to guide the eye. Reproduced with permission fromNew J.
Phys., ref 76. Copyright 2005, IOP Publishing Limited.
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there is a finite rise time associated with peak A. Initially,
this rise time was thought to occur due to interband decay
from peak B; however, this has now been shown to not be
the case. The combination of time- and angle-resolved
measurements in this system showed ak|-dependent decay
rate for peak A. The authors suggest that intraband decay is
responsible for the rise time that has been observed in prior
experiments.

There are several puzzles associated with the C6F6 systems.
It is not known why the anionic resonance forms a free-
electron-like delocalized electronic band and how this
adsorbate band effectively couples to the metal electronic
band. We also do not understand the role of the image
potential on the formation of this LUMO band. Theoretical
treatment of this problem is difficult, because one must
effectively couple the molecular potential with the image
potential, which is a difficult task at the present time.

4.7. Dynamic Localization: Solvation and Polaron
Formation

One of the most fascinating problems in photoinduced
interfacial ET is the role of electronic-nuclear coupling and
dynamic localization. One of us argued earlier that surface
photochemistry could be viewed as one consequence of
dynamic localization.21 Time-resolved 2PPE has allowed a
direct view of the electron localization dynamics in time,
energy, and momentum spaces. This issue has been reviewed
recently by Harris and co-workers150 and Bovensiepen,151 as
well as by Petek and coworkers in this issue ofChemical
ReView.93 Successful examples include small polaron forma-
tion from image states on alkane-covered Ag(111);88 solva-
tion of an image-state electron in acetonenitrile, butyronitrile,
and alcohol thin films on Ag(111);91,152 electron solvation
in amorphous or crystalline ice thin films on Cu(111) or
Ru(001);89,90,153and electron solvation in water or methanol
thin films on TiO2.92 The readers are referred to more-detailed
accounts of these examples in the aforementioned reviews.
In the following, we illustrate dynamic localization in
photoinduced interfacial ET using an example from our
laboratory: localization of an image state in nonane thin films
on Cu(111).148

Figure 28 shows a two-dimensional map representation
of 2PPE spectra, as a function of pump-probe delay for the
n ) 1 image state on∼1.5 ML nonane/Cu(111). At this
coverage, the surface consists of domains of 1 and 2 ML
nonane islands. As expected, the binding energy of then )

1 image state decreases from the clean surface value of 0.82
eV to 0.49 eV on 1 ML nonane-covered surfaces and 0.38
eV on 2 ML nonane-covered surfaces. Although the lifetime
of the n ) 1 image resonance on 1 ML covered surface is
too short to allow for the observation of energy relaxation,
it is clearly observed on the 2 ML nonane-covered surface.
For then ) 1 image state on 2 ML nonane/Cu(111), the
electron energy decreases by 40 meV for times ofg1 ps,
with a single-exponential relaxation lifetime ofτ ) 0.5 ps.
This energy relaxation is accompanied by the disappearance
in parallel dispersion, with an effective electron mass
increasing from∼1 me at zero time delay to>10 me at a
time delay of 1 ps.

The aforementioned observations on the localization of
an image state in both energy and momentum (k|) spaces
are in qualitative agreement with results from the pioneering
of Harris and co-workers, who attributed the dynamic
localization to the self-trapping of a small polaron, which is
a result of the dynamic deformation of the two-dimensional
alkane lattice, because of the transient presence of an excited
electron. Interestingly, the amount of electron energy stabi-
lization (∼40 meV) observed in Figure 28 for 2 ML nonane/
Cu(111) is significantly larger than the value ofe10 meV
that has been observed for alkane/Ag(111).88 We suggest that
the details of the adsorbate film structure and morphology
are important to dynamic localization, and defects or disorder
within the two-dimensional adsorbate structure may deter-
mine the extent of energy relaxation. This suggestion
correlates well with recent observations on the dramatic
difference in electron solvation dynamics between amorphous
ice and crystalline ice thin films. For amorphous-ice thin
films on Ru(001), electron solvation and dynamic localization
leads to an energy stabilization of∼300 meV within 0.5
ps,153 and for crystalline ice thin films on Ru(001), there is
no observable energy stabilization for the solvated electron
within 1 ps. Instead, much longer time scales (seconds to
minutes) are needed to observe electron energy relaxation.154

5. Concluding Remarks
Photoinduced ET at molecule-metal and molecule-

semiconductor interfaces is a common problem underlying
many important chemical and physical processes, such as
solar energy conversion, molecular optoelectronics, and
photocatalysis. This account summarizes our current under-
standing from (or the limitation of) time-, energy-, and
momentum-resolved two-photon photoemission experiments.
A particularly important and unique discovery from these
experiments is the dominance of a direct, photoinduced
metal-to-molecule electron-transfer channel. We suggest that
such a direct mechanism should also be important in other
processes, such as dye-sensitized solar energy conversion
or nanoscopic molecular optoelectronic devices. We discuss
the importance of interfacial electronic coupling and wave
function mixing in determining the direct channel of metal-
to-molecule ET, the indirect channel of hot-electron transfer,
and the reverse processes of molecule-to-metal ET. Sym-
metry of the molecular orbital and the local adsorption site,
as well as the projected metal band structure, can serve as
simple criteria in determining whether the direct channel is
operative; however, a quantitative assessment of the optical
transition probability remains a major challenge. An exciting
development in time-resolved two-photon photoemission
studies of adsorbate-metal interfaces is the probe of
electronic-nuclear coupling and dynamic localization. These

Figure 28. Two-dimensional (2D) representation of 2PPE spectra,
as a function of pump-probe delay for then ) 1 image state on
∼1.5 ML nonane/Cu(111). The false color represents the intensity
of 2PPE spectra. Note that, at this coverage, the surface consists
of domains of 1 and 2 ML nonane islands.
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experiments are bridging the traditional views on coherent
electron transport and incoherent ET at metal-molecule
interfaces.
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